PersonalLens: A Benchmark for Personalization Evaluation
In Conversational Al Assistants

Zheng Zhao', Clara Vania®, Subhradeep Kayal®, Naila Khan=, Shay B. Cohen*, Emine Yilmaz=3

'University of Edinburgh  “Amazon

;&P]IE%%JN%IXEES&TY am a;on 3University College London ﬁﬂ U c L \A,ICEI_NZNOZS

Overview Materials

= This work introduces Personalens, a comprehensive benchmark designed to “.3
evaluate the personalization capabilities of large language models (LLMs) within

task-oriented conversational Al assistants. .z!:: .:
= The benchmark features 1,500 diverse user profiles with rich preferences and :’
interaction histories, alongside two specialized LLM agents: a User Agent for o ﬁ
realistic dialogue simulation and a Judge Agent for automated evaluation.
= Our study, using Personalens to benchmark leading LLMs, reveals two key @ '%

findings: current models exhibit limited personalization, especially in complex
multi-domain scenarios, and more critically, past interaction history is the most
important factor for tailoring responses, far outweighing static user data.
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Using the Benchmark
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User Profile Tasks .
)= L {'@ = The benchmark provides a complete user-task scenario to the User Agent,
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X T = The User Agent interacts with the Al Assistant being evaluated, simulating a real
- &9 user and generating a multi-turn dialogue.
%ﬁl r ' = The Judge Agent then analyzes the entire dialogue based on the original user
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= Models Evaluated: / leading LLM assistants across 4 model families.
PersohaLenS S a |arge—§ca|e benchmark for evaluating the personalization of Al assis- - Experimental Scale: For computational feasibility, experiments were run on a
tants in task-oriented dialogues, built on three core components: sampled subset of 50 user profiles, generating 3,283 single-domain and 813

multi-domain dialogues for analysis.

Key Evaluation Metrics:

= Task Completion Rate (TCR): The percentage of tasks successfully completed.

= Personalization (P): How well responses are tailored to the user profile (1-4 scale).

= Naturalness & Coherence: Dialogue quality rated for human-likeness and consistency (1-5 scale).

= 1,500 Diverse User Profiles. Each profile of a user contains:
= Demographics: Attributes like age, gender, and ethnicity from real users across /5 countries.
= User Preferences: Detailed categorical and open-ended preferences across various domains.
= |nteraction History: Natural language summaries of past user-assistant exchanges.

= 111 Task-Oriented Scenarios:

= Scope: 111 tasks across 20 domains, composed of 86 single-domain and 25 multi-domain tasks.
= Dynamic Features: Each task is enriched with a situational context and personalized using a
binary mask to filter by user interest.

Main Results
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